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In this lecture, most prominent models will be introduced, which are used for the 
mathematical modeling of neurons. Firstly, we introduce elementary notions of 
neuroscience such as action potentials, postsynaptic potentials, firing thresholds, 
refractoriness, and adaptation. Then simple models such as integrate-and-fire model are 
introduced. Along with the classical Hodgkin-Huxley, there will be also some more 
recent models presented, which illustrate basic working principles of a neuron. 

I assume that the students possess basic knowledge in nonlinear dynamics (as e.g. 
Nonlinear Dynamics I course given at TU Berlin). In addition, further necessary 
mathematical methods will be explained that can arise in mathematical neuroscience. 

This lecture is focused on low-dimensional deterministic systems (ordinary differential 
equations) of a neuron and neural networks. 

Time and Place
Lecture by Serhiy Yanchuk MA650;  Di: 10:00 - 12:00
Excercises by Rico Berner and Florian Stelzer: MA650;  Di: 12:00 - 14:00
(17.04.2018 bis 18.07.2018)
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